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Abstract

The nonlinear estimation of drug stability parameters (energy of activation Ea and shelf-life tY) by conventional
approaches employs equations relating drug content determination C at time t and temperature T. The identification
procedures lead to the determination of only one initial drug content C0 for several different experiments. However,
it is well known that because of experimental concentration variation or of intentional modification of the
experimental schedule, there are as many initial drug contents as experiments. For these reasons, a method which
takes into account batch effects is proposed to determine stability parameters and also all initial drug contents C0j

where j is the index of experiment in one step. This method is more accurate from a statistical viewpoint and is
suitable for data treatment in pharmaceutical industries where the initial drug content of each batch entering the
stability program can be checked a posteriori. The application of this method is shown on real kinetic data from the
hydrolysis of acetylsalicylic acid (ASA). © 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction

Stability studies are designed to give an insight
into the drug degradation mechanism and expiry
dating (shelf-life) estimation. Shelf-life is defined
as the time required for a drug to decompose to

90% of its initial concentration at a specific tem-
perature (T), relative humidity and light energy
exposure if required.

The establishment of the prospective expiry
date is of prime importance to drug product
stability. Accelerated stability testing using the
Arrhenius relationship is often employed for sta-
bility parameter identification.

The well-known classical approach consists of
sequential steps (Garrett and Carper, 1955; Gar-
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rett, 1956, 1957). It includes the determination of
the kinetic constant kpH,T for the correct order of
the degradation reaction. This is done through the
functional relationship between drug content C
and time t at several temperatures T.

For a first-order reaction, this relation is

ln C= ln C0−k(pH,T)t (1)

Based on the measured times t and the corre-
sponding concentrations C, it is easy to compute
the least-squares estimates of ln C and k(pH,T). This
identification is repeated for several experiments at
different temperatures T. Then with the pairs (T,
k(pH,T)), the frequency factor A and the energy of
activation Ea can also be identified with a least-
squares method using the classical Arrhenius equa-
tion

ln k(pH,T)= ln A− (Ea/RT) (2)

Finally, the rate constant k(pH,TX) at room tem-
perature TX (298.16 K) is deduced from Eq. (2) and
the predicted shelf-life tY is determined from the
relationship

tY=
1

k(pH,TX)

ln
�100

Y
�

(3)

This conventional method of data treatment
suffers from certain statistical problems as it does
not take into account all relevant experimental
information in parameter estimation (errors associ-
ated with the drug contents and the constants
k(pH,TX) determinations). Therefore other tech-
niques based on the Arrhenius equation have been
used. Weighted least-squares analyses were sug-
gested by Bentley (1970), Yang (1981), Yang
(1983) and Nash, (1987). Non-linear approaches
have been proposed by Davies and Hudson (1982)
and King et al. (1984). The method introduced by
King et al. takes into account all the drug contents
C and time t at different temperatures T in the
determination of stability parameters that is the
energy of activation Ea, the shelf-life tY and the
initial drug content C0. The mathematical develop-
ment for a first-order reaction is as follows:

A first-order degradation reaction is described
by the equation
C=C0 exp(−kt) (4)

and the exponential form of the Arrhenius equa-
tion is given by

k=A exp
�−Ea

RT
�

(5)

For a fixed temperature T=298.16 K, Eq. (5)
can be written

k(pH,298.16)=A exp
� −Ea

R298.16
�

(6)

Rearrangement of Eq. (6) for A gives equation

A=k(pH,298.16) exp
� Ea

R298.16
�

(7)

Substitution of Eq. (7) for A into Eq. (5) yields:

k=k(pH,298.16) exp
� Ea

R298.16
�

exp
�−Ea

RT
�

(8)

Substituting Eq. (8) for k into Eq. (4) and given
that

t90=
ln(100/90)
k(pH,298.16)

(9)

it can be then written that

C=C0 exp{
−t ln(100/90)/t90 exp[(Ea/R)(1/298.16−1/T)]}

(10)

Eq. (10) is of prime importance as it allows a
direct determination of stability parameters from
experimental data. The conventional identification
method (King et al., 1984) allows the estimation of
only one initial drug content C0, but the real
statistical significance of this parameter is not often
well established.

From a statistical and experimental viewpoint, it
is inadequate to estimate one initial concentration
in this case. It is well known that in accelerated
stability studies, different initial drug contents are
used to gather kinetic constants k(pH,T) at different
temperatures and therefore there are as many
initial drug contents as experiments. For a first-or-
der kinetic, the shelf-life tY is not dependent on
concentrations and as a consequence, the same
final values of Ea and tY could be expected what-
ever the initial concentrations. This seems not to be
the case with the conventional identification proce-
dure.
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For these reasons, an identification method is
proposed for stability parameter estimation based
on a general form of Eq. (10) that gives as many
initial drug contents as experiments together with
the kinetic parameters Ea and tY. This method is
tested using kinetic data from the hydrolysis of
acetylsalicylic acid (ASA).

2. Materials and methods

2.1. Materials

Analytical grades of acetylsalicylic acid, sali-
cylic acid and 2,4 dihydroxybenzoı̈c acid (internal
standard) were obtained from Sigma-Aldrich (Bel-
gium). HPLC grade of methanol and ethanol were
supplied by Merck (Belgium), and distilled. Ana-
lytical grade of mono- and disodium phosphate,
and potassium chloride were obtained from
Merck (Belgium). High purified water from Milli-
Q filters system (Millipore, USA) was used for the
preparation of all solutions.

2.2. HPLC method

The HPLC system consisted of a solvent deliv-
ery pump (Gilson, France), an injection system
with a 20-ml loop (Rheodyne, USA), a 300 mm×
4.6 mm column (mBondapak) packed with 10 mm
irregular particles from Waters (USA) with a
temperature control device operating at 25°C, a
UV detector (Gilson Holochrome, USA) and a
computing system equipped with a data acquisi-
tion software program (Borwin Chromatographic
software, J.M.B.S., France). The mobile phase
consisted of methanol 40% (v/v) and 0.05 M
phosphate buffer (pH 2.5) 60% (v/v). The mobile
phase was filtered through a 0.45-mm pore nylon
membrane (Millipore, USA) and deaerated under
reduced pressure. The flow rate was maintained at
1.5 ml/min. The detection wavelength was set at
230 nm (the isobestic point of salicylic acid).

2.3. Kinetic method

A stock solution containing 2 mg per ml of
acetylsalicylic acid in pure ethanol was prepared;

5-ml aliquots were transferred into a 50-ml volu-
metric flask and brought to volume with 0.18 M
potassium phosphate buffer (pH 5.98) previously
maintained at the desired temperature. The flasks
were then shaken and the solutions placed into
sealed vials and stored in an oven (Bekso, Bel-
gium). Samples of 1 ml were withdrawn at appro-
priate time intervals and immediately diluted with
18 ml of 0.18 M phosphate buffer (pH 2.5:max-
imum stability) and 1 ml of internal standard
from a 26 mM stock solution to quench the reac-
tion. The samples were immediately analyzed or
frozen and kept at −20°C until analysis was
performed. The time period for each temperature
was selected to achieve at least 70% of drug
degraded. The initial drug concentrations were
5.55×10−5 and 2.775×10−5 M. The buffer so-
lution was adjusted to 0.3 M ionic strength with
potassium chloride. The among of potassium
chloride added was calculated according to van
Damme et al. (1979).

2.4. Data analysis

The reaction was studied at four temperatures
(308.16, 318.16, 328.16 and 333.16 K). Two data
sets were generated. The first contained kinetic
raw data where all the initial drug contents were
similar (5.55×10−5 M) whereas in the second set,
some of the initial concentrations were equal to
2.75×10−5 M and others to 5.55×10−5 M (Ta-
bles 4 and 5).

The computer programs used were written in a
Matlab environment (version 4.2, MathWork,
Natick, MA). The first computer program was
based on conventional approach and the second
program followed our proposed method. The sim-
plex algorithm (Nelder and Mead, 1965) was used
as the nonlinear optimization method for parame-
ter determination.

3. Improved method for stability parameter
identification

In their paper, King et al., used a specific
extrapolation temperature TX (298.16 K) and 90%
of drug content remaining (Eq. (10)). This equa-
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tion can be put into general terms for a first-order
model

C=C0 exp{

− t ln(100/Y)/tY exp[(Ea/R)(1/TX−1/T)]}
(11)

where the user can fix the desired extrapolation
temperature TX and the percentage (Y) of remain-
ing drug.

For the resolution of this equation, the mea-
surement errors on time t values and temperatures
T are supposed to be negligible. On the other
hand, the errors in drug content measurements C
cannot be considered negligible. We make the a
priori assumptions that the measurements have a
stationary white noise (i.e. with uncorrelated sam-
ples) whose Gaussian distribution has zero mean
and unknown variance s2.

These assumptions lead to a least-squares cost-
function

J(u)= %
M

j=1

%
Nj

i=1

(Cij(tij,Tj)− f(Cij,tij,Tj ;Ea,tY,C0j))2

(12)

where u. = [tY,Ea,C01,…C0M ] is the unknown
parameter vector, M is the number of experi-
ments, Nj is the number of measurement samples
in experiment j, Cij is the measured concentration
and f(Cij,tij,Tj ;Ea,tY,C0j) is the model given by Eq.
(11).

The simplex algorithm allows us to solve the
nonlinear optimization problem which consists of
minimizing the least-squares cost function (Eq.
(12)) with respect to the vector parameter u.

Based on the least-squares cost function J and

the identified parameters u. whereu. =Ã
Ã

Ã

Ã

Ã

Æ

È

t. Y
E. a

C. 01

C. 02

�
C. 0M

Ã
Ã

Ã

Ã

Ã

Ç

É

,

the variance–covariance matrix can be approxi-
mated by

E. [u0 u0 T]$ ŝ2P(u. ) (13)

where E. [u0 u0 T] is the estimate of the covariants of

the parametric error u0 =u−u. ,

ŝ2=
J(u. )

%
M

j=1

Nj−dim (u)
(14)

is the estimate of the measurement noise variance
which is nothing but the minimized least-squares
cost function divided by the difference between
the number of measurements and the number of
parameters, and

P−1(u. )= %
M

j=1

%
N

i=1

(Jij)T(Jij) (15)

is the sensitivity matrix of the model with respect
to the parameters where

Jij=
df(Cij,tij,Tj ;Ea,tY,C0j)

du
�u=u. (16)

These latter relations (Eqs. (13)–(16)) are just
given in order to provide details about the whole
method. Some commercial software include the
computation of this variance–covariance matrix.
The reader interested in more theoretical details
could refer to Seber and Wild (1989).

4. Results and discussion

In the framework of this first-order kinetic
model validation by the conventional non-linear
identification method, the statistical significance
of the parameter Co appears unclear. Tables 1 and
2 give the results of the fitting of ASA hydrolysis
data where all the initial concentrations are identi-
cal (first data set) and with different initial con-
tents (second data set) and the two sets lead to

Table 1
Stability parameters of ASA hydrolysis with King’s optimiza-
tion method (first data set)

Parameter S.E.Initial estimates Final estimates
(u. )(u0)

t90 (h) 5.67 0.0710
16 000 89Ea (cal/mol) 14 629

5.55C0* 5.86 0.01
37.41 0.3J(u)

* Same initial concentrations (:5.55×10−5 M).
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Table 2
Stability parameters of ASA hydrolysis with the conventional
optimization method (second data set)

Initial esti- S.E.Final estimatesParameter
mates (u0) (u. )

10 6.33t90 (h) 0.08
15 261 8816 000Ea (cal/mol)

2.932 0.007C0* 5.55
J(u) 0.0727.85

* Different initial concentrations (:5.55×10−5 and :
2.75×10−5 M).

Table 4
Stability parameters identified with the proposed method. Sim-
ilar initial drug contents

Parameter Initial estimates S.E.Final estimates
(u. )(u0)

5.410t90 (h) 0.3
16 000Ea (cal/mol) 14 297 358

0.15.85.57C01*
C02 5.85.57 0.1

0.1C03 5.57 5.7
0.15.55 5.9C04

0.15.55 5.9C05

0.15.9C06 5.55
C07 0.15.85.57

5.58C08 5.8 0.1
C09 5.57 5.7 0.1
C010 5.60 0.25.6

0.25.7C011 5.60
C012 5.60 5.6 0.2
J(u)×10−10 37.41 2.474

* Concentration units (10−5 M).

different stability parameters. The energy of acti-
vation and the estimated shelf-life are of the same-
magnitude but statistically different. The difference
between the estimates of initial drug content is
more significant. The discrepancy between the
identified values for shelf-life and energy of activa-
tion is not acceptable.

The analysis of the correlation coefficients from
the variance–covariance matrix (Table 3) corre-
sponding to the results of Table 1 indicates a high
negative correlation between t90 and C0 (r= −
0.67). This high correlation cannot be explained by
the Arrhenius relation. The correlation is less
significant between Ea and C0 (r=0.24).

These results indicate a fundamental problem in
the parameter identification procedure and there-
fore, a new method is proposed that allows the
determination of stability parameters including all
initial drug contents. This method is more accurate
from statistical and experimental points of view.

Table 4 displays the parameters identified with
the first data set and Table 5 the parameters
obtained with the second data set by minimizing
the cost function (Eq. (12)). The stability parame-
ters are similar whatever data set is used.

All initial drug contents are determined.
The comparison of these results with those of

Table 1 shows any significant differences. This
clearly indicates that, in the conventional identifi-
cation method, the estimated initial drug content
is meaningful only if all the initial drug concentra-

Table 5
Stability parameters obtained by the proposed method. Differ-
ent initial drug contents

Parameter S.E.Initial esti- Final estimates
(u. )mates (u0)

10 5.4 0.2t90 (h)
16 000Ea (cal/mol) 14 251 366

2.79C01* 2.91 0.09
2.79C02 2.90 0.09
2.79 2.86C03 0.09
2.78C04 2.93 0.09

C05 5.55 5.9 0.1
C06 5.55 5.9 0.1

2.79C07 2.88 0.09
C08 5.58 5.81 0.09

5.57C09 5.66 0.09
2.80C010 2.8 0.1
5.60C011 5.7 0.1
5.60C012 5.5 0.1

27.85 1.402J(u)×10−10

* Concentration units (10−5 M).

Table 3
Correlation coefficient drawn from the variance–covariance
matrix of results of the first data set with the conventional
identification method

C0EaParameter tY

0.931tY −0.67
0.93 1 0.24Ea

−0.67 0.24C0 1
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Table 6
Correlation coefficients between identified parameters drawn from the variance–covariance matrix with the proposed method (results from Table 4)

t90Parameters Ea C01 C02 C03 C04 C05 C06 C07 C08 C09 C010 C011 C012

t90 (h) 1.000 0.929 0.175 0.174 0.172 0.049 0.049 0.049 −0.147 −0.148 −0.144 −0.315 −0.323 −0.313
0.929 1.000 0.291 0.291 0.287 0.132 0.133Ea (cal/mol) 0.133 −0.072 −0.072 −0.070 −0.263 −0.270 −0.261

C01 0.175 0.291 1.000 0.150 0.148 0.089 0.089 0.092 0.036 0.036 0.034 −0.028 −0.028 −0.028
0.174 0.291 0.150 1.000 0.148 0.090 0.089C02 0.089 0.036 0.036 0.034 −0.028 −0.028 −0.028
0.172 0.287 0.148 0.148 1.000 0.087 0.090C03 0.090 0.034 0.034 0.034 −0.028 −0.028 −0.026
0.049 0.132 0.089 0.090 0.087 1.000 0.057C04 0.059 0.035 0.035 0.032 0.004 0.004 0.004
0.049C05 0.133 0.089 0.089 0.090 0.057 1.000 0.059 0.035 0.035 0.035 0.004 0.004 0.004
0.049 0.133 0.092 0.089 0.090 0.059 0.059C06 1.000 0.035 0.035 0.035 0.004 0.004 0.004

−0.147 −0.072 0.036 0.036 0.034 0.035 0.035C07 0.035 1.000 0.052 0.052 0.061 0.063 0.061
−0.148 −0.072 0.036 0.036 0.034 0.035 0.035C08 0.035 0.052 1.000 0.052 0.061 0.063 0.061
−0.144 −0.070 0.034 0.034 0.034 0.032 0.035 0.035C09 0.052 0.052 1.000 0.059 0.061 0.059
−0.315 −0.263 −0.028 −0.028 −0.028 0.004 0.004C010 0.004 0.061 0.061 0.059 1.000 0.107 0.105
−0.323 −0.270 −0.028 −0.028 −0.028 0.004 0.004 0.004C011 0.063 0.063 0.061 0.107 1.000 0.107
−0.313 −0.261 −0.028 −0.028 −0.026 0.004 0.004 0.004C012 0.061 0.061 0.059 0.105 0.107 1.000
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Table 7
First data set and corresponding errors associated with the drug contents determination

Temperature (K) Time (h) Experiment

21 3

ErroraDrug content ErroraErrora Drug contentDrug content
(10−5 M)(10−5 M) (10−5 M)

−0.2715.57 −0.1690333.16 5.57−0.2515.57
4.80 0.3111 4.94 0.313 4.86 0.311
3.702 3.66 0.1960.093 3.65 0.087

3.160.0773.24 0.0092.5 2.90 −0.204
2.750.1412.92−0.048 0.0082.743

5 1.50 −0.208 −0.1251.49 −0.213 1.55
1.01 0.91−0.2700.91−0.170 −0.2546.5

328.16 0 5.55 −0.316 5.55 −0.360 −0.3765.55
0.2870.1155.031 5.250.2335.18

2 4.51 0.395 4.47 0.322 4.47 0.312
2.485 2.53 0.0370.110 2.53 0.095

6 1.73 −0.299 1.77 −0.274 1.76 −0.290
0.755 0.005−0.0580.690.0050.7511.7

5.57−0.2415.58−0.2005.570318.16 −0.100
4.980.1604.99 0.1092 4.94 0.193

4 4.19 0.143 4.15 0.078 4.00 0.021
6 3.34 −0.043 3.48 0.071 3.32 −0.011

2.42 −0.0899.2 2.56 0.004 2.69 0.119
21 0.89 −0.007 0.91 0.007 0.72 −0.159

−0.0490.51−0.00226 0.58−0.1040.47

0 5.60 0.004308.16 5.60 −0.146 5.60 0.045
3.81 0.0269 3.91 0.010 4.04 0.132

−0.0221.970.0742.13−0.0601.9524
1.58 −0.03029 1.65 0.027 1.76 0.092
1.15 −0.14934 1.11 −0.200 1.37 0.027

−0.0940.57−0.0300.65−0.0970.5750
0.0320.0650.065120 0.0300.0650.031

a Errors are the differences between the experimental and calculated values of drug contents. The values given are the experimental
ones.

tions used in the stability study are strictly equal.
This is impossible to achieve even for a very
skillful analyst.

The conventional identification method leads
to biases in the t. Y and E. a values due to the
experimental variations C0j which are all de-
scribed with one degree of freedom C. 0.

The results in Tables 2 and 5 are obtained with
the same set of data. The significant differences in
the results exhibit in a clear way the necessity for
the more rigorous identification approach, which
is proposed here.

The variance–covariance matrix corresponding
to the results in Table 4 is displayed in Table 6.
The analysis shows a strong correlation between
Ea and tY (r=0.93). This strong correlation is
the consequence of the Arrhenius relation. On the
other hand, there is no significant correlation
between the shelf-life and the initial drug content
(r=0.05) or between the energy of activation
and initial drug content (r=0.2). The initial drug
contents are also independent (r=0.01). This is
more in accordance with the chemical meanings
of these parameters.
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Because of the non-linearity of the model, differ-
ent final estimates can be obtained depending on
initial estimates. Therefore tests of the influence of
initial values on the final estimates are the simplest
way to confirm the validity of new models or the
reliability of algorithms. In stability studies, good
initial values can be obtained from the two-stage
Garrett approach, which offers the simplest way to
obtain them. The robustness of the proposed iden-
tification method with respect to the initial esti-
mates of Ea and tY has been tested and shown that
the same values were identified with a wide range
of initial estimates (9100 times final values) and
the simplex method seems very robust for the fitting
process.

The correctness of the estimates is checked by
cross-validation. The cross-validation in a triplicate
experiment consists of determining the model
parameters with the two first experiments and using
these results as the initial values of the third
experiment. The final results must not be signifi-
cantly different from the first one. The cross-valida-
tion test confirmed the reliability of the estimated
stability parameters. The results were not signifi-
cantly different from those presented in Table 4.

Table 7 shows the first data set and the errors
associated with the determination of concentra-
tions as a function of time and temperature. The
a posteriori error distribution shows a Gaussian
error distribution and the calculated values of drug
content are in good agreement with the experimen-
tal ones.

5. Conclusion

The non-linear equation proposed by King et al.
is adequate and usually used for the direct estima-
tion of drug stability parameters. The identification
procedure used is not in accordance with the
experimental approach, as it does not take into
account the experimental variations in initial drug
content

The method proposed in this paper avoids this
problem and allows the determination of stability

parameters as well as all initial drug contents in one
step whatever initial concentrations are used during
the experiments. This method is in good accordance
with the experimental program and is more accu-
rate from a statistical viewpoint. It is then more
suitable for data treatment in pharmaceutical in-
dustries where each batch entering the stability
program can be monitored for its initial drug
content.
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